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©  Image  processing  device  and  method  by  which 
a  foreground  to  be  combined  with  a  background  can 
be  displayed  with  natural  movement  and  a  realistic 
synthesized  image  can  be  displayed.  The  image 
processing  device  combines  a  first  image  data  (fore- 
ground  data)  developed  in  a  first  memory  (23)  with  a 
second  image  data  (background  data)  developed  in 
a  second  memory  (24)  and  outputs  the  synthesized 
image,  includes  a  third  memory  (13)  which  stores 
data  of  time-varying  images  and  means  (17  and  20) 
for  reading  out  the  time-varying  image  data  from  the 
third  memory  (13)  and  develop  the  data  in  the  first 
memory  (23)  as  the  first  image  data. 

FIG.1 
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TECHNICAL  FIELD 

The  present  invention  relates  to  an  image  pro- 
cessing  device  and  method,  and  more  particularly 
to  an  image  processing  device  having  a  function  of 
superimposing  a  foreground  image  and  a  back- 
ground  image. 

BACKGROUND  ART 

Conventionally,  a  video  game  device  is  known 
such  a  kind  of  image  processing  device.  The  video 
game  device  is  connected  to  a  monitor  device 
such  as  a  CRT  or  a  liquid  crystal  display.  An  image 
of  a  foreground  such  as  a  character  coming  on  a 
game  is  superimposed  with  an  image  of  a  back- 
ground  and  is  displayed  on  the  monitor  device. 
The  game  is  played  by  changing  the  foreground 
image  and  the  background  image  in  response  to  a 
control  signal  input  by  the  player. 

The  foreground  contains  an  object  (character) 
having  motion,  such  as  a  human  being  or  an  ani- 
mal.  The  motion  of  the  character  is  represented  by 
changing  its  position  and  shape  on  the  display.  For 
example,  the  motion  of  a  player  character,  which  is 
a  character  directly  controlled  by  the  player,  is 
represented  so  that  the  position  and  shape  of  the 
player  character  is  changed  in  accordance  with  the 
control  signal  given  by  the  player. 

Conventionally,  in  order  to  represent  the  mo- 
tion  of  the  character  and  the  like  by  a  change  of  its 
shape,  still  pictures  having  different  shapes  are 
produced  beforehand  and  are  stored  in  a  non- 
volatile  memory  such  as  a  ROM.  A  series  of  mo- 
tion  is  represented  by  sequentially  reading  the  still 
pictures  from  the  memory.  The  still  pictures  may 
be  artificially  produced  or  pictures  extracted  from  a 
natural  picture  taken  by  a  video  camera  in  a  time- 
lapse  way. 

The  technique  of  representing  the  motion  of 
the  character  by  means  of  the  still  pictures  can 
reduce  the  capacity  of  the  memory  to  be  built  in 
the  video  game  device,  while  it  provides  an  unnatu- 
ral  motion  of  the  character  and  the  player  feels 
insufficient  reality  during  play  of  the  game. 

DISCLOSURE  OF  THE  INVENTION 

The  present  invention  was  made  taking  into 
consideration  the  above,  and  has  an  object  of  pro- 
viding  an  image  processing  device  and  method 
capable  of  representing  natural  motion  of  a  fore- 
ground  image  to  be  superimposed  with  a  back- 
ground  image  and  representing  a  resultant  image 
having  good  reality. 

In  order  to  overcome  the  above  disadvantages, 
the  image  processing  device  of  the  present  inven- 
tion,  in  which  a  superimposed  image  is  produced 

by  combining  first  image  data  stored  in  a  first 
memory  (23)  and  second  image  data  stored  in  a 
second  memory  (24),  includes  a  third  memory  (13) 
storing  data  of  a  moving  picture,  and  means  (17, 

5  20)  for  reading  the  data  of  the  moving  picture  from 
the  third  memory  and  storing,  as  the  first  image 
data,  the  data  of  the  moving  picture  in  the  first 
memory. 

The  disadvantages  described  above  can  also 
io  be  overcome  by  a  method  of  obtaining  a  superim- 

posed  image  by  combining  first  image  data  stored 
in  a  first  memory  (23)  and  second  image  data 
stored  in  a  second  memory  (24),  the  method  in- 
cluding  a  first  step  ([6],  [7])  of  storing  data  of  a 

75  moving  picture  in  a  third  memory  (13),  and  a 
second  step  ([9]  -  [11])  of  reading  the  data  of  the 
moving  picture  from  the  third  memory  and  storing, 
as  the  first  image  data,  the  data  of  the  moving 
picture  in  the  first  memory. 

20 
BRIEF  DESCRIPTION  OF  THE  DRAWINGS 

Other  objects,  features  and  advantages  of  the 
present  invention  will  become  apparent  from  the 

25  following  description  read  in  conjunction  with  the 
accompanying  drawings,  in  which: 

Fig.  1  is  a  block  diagram  of  an  image  process- 
ing  system  which  uses  an  image  processing 
device  according  to  an  embodiment  of  the 

30  present  invention; 
Fig.  2  is  a  diagram  of  a  transfer  of  moving 
picture  data  from  a  moving  picture  frame  buffer 
to  a  sprite  VRAM  shown  in  Fig.  1; 
Fig.  3  is  a  diagram  of  an  example  of  data  stored 

35  in  the  sprite  VRAM  shown  in  Fig.  1; 
Fig.  4  is  a  diagram  of  explaining  a  scroll  pro- 
cess; 
Fig.  5  is  a  diagram  of  the  operation  of  a  priority 
circuit  shown  in  Fig.  1  ; 

40  Fig.  6  is  a  diagram  of  explaining  priority  bits 
necessary  for  the  operation  of  the  priority  circuit; 
Fig.  7  is  a  diagram  of  the  operation  of  the  image 
processing  device  shown  in  Fig.  1; 
Fig.  8  is  a  diagram  of  the  operation  of  the  image 

45  processing  device  shown  in  Fig.  1; 
Fig.  9  is  a  diagram  of  the  operation  of  the  image 
processing  device  shown  in  Fig.  1; 
Fig.  10  is  a  diagram  of  the  operation  of  the 
image  processing  device  shown  in  Fig.  1; 

50  Fig.  11  is  a  diagram  of  the  operation  of  the 
image  processing  device  shown  in  Fig.  1;  and 
Fig.  12  is  a  diagram  of  a  variation  of  the  image 
processing  device  shown  in  Fig.  1. 

55 
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BEST  MODE  FOR  CARRYING  OUT  THE  INVEN- 
TION 

A  description  will  now  be  given  of  embodi- 
ments  of  the  present  invention  with  reference  to  the 
accompanying  drawings. 

Fig.  1  is  a  block  diagram  of  an  embodiment  of 
the  present  invention.  An  image  processing  device 
100  shown  in  Fig.  1  is  used  together  with  a  disk 
drive  10,  a  monitor  32  and  speakers  44,  so  that  a 
video  game  system  can  be  formed.  For  example,  a 
video  game  device  for  home  use  is  configured  so 
that  the  image  processing  device  100  functions  as 
a  device  main  body,  to  which  a  television  set 
having  the  monitor  32  and  the  speakers  44  are 
connected.  Further,  a  disk  (such  as  a  CD-ROM) 
which  stores  a  program  of  a  game  which  the  player 
wants  to  play  is  set  in  the  disk  drive  10. 

The  disk  stores,  in  addition  to  the  above  pro- 
gram,  sound  data  and  image  data  of  a  moving 
picture  formed  by  a  natural  picture  or  the  like.  It 
will  be  noted  that  the  moving  picture  is  defined  as 
a  picture  having  a  series  of  motion  represented  by, 
for  example,  10-60  sheets  (frames)  of  image  data 
(patterns)  per  second.  For  example,  an  image  itself 
taken  by  the  video  camera  is  a  moving  picture. 
Hence,  the  sheets  of  image  data  are  ordinarily 
different  from  each  other.  On  the  other  hand,  as 
has  been  described  previously,  a  motion  realized 
by  using  the  still  pictures  is  represented  by  repeat- 
edly  combining  a  few  sheets  of  image  data  (pat- 
terns)  together. 

In  order  to  save  the  available  storage  capacity 
on  the  disk,  the  moving  picture  data  is  compressed 
and  is  then  stored  on  the  disk.  The  compression  is 
achieved  by,  for  example,  the  MPEG  (Moving  Pic- 
ture  Experts  Group)  method,  which  is  an  interna- 
tional  standard  of  the  audio/visual  signal  encoding 
method.  According  to  the  MPEG  method,  it  is 
possible  to  store,  on  one  disk  for  74  minutes,  30 
sheets  of  moving  picture  per  second  and  a  sound 
obtained  by  44.1  kHz  sampling. 

In  the  disk  drive  10,  compressed  moving  pic- 
ture  data  reproduced  from  the  disk  is  stored  in  an 
internal  buffer  11.  The  above  compressed  moving 
picture  data  is  data  obtained  by  compressing  mov- 
ing  picture  data  of  the  YUV  system  (luminance  Y, 
color  differences  U  and  V)  according  to  the  MPEG 
method.  The  compressed  moving  picture  data 
stored  in  the  buffer  11  is  then  supplied  to  a  de- 
coder  12  of  the  image  processing  device,  in  which 
the  compressed  moving  picture  data  is  expanded 
to  moving  picture  data  of  the  YUV  system.  Then, 
the  expanded  moving  picture  data  is  written  into  a 
moving  picture  frame  buffer  13.  The  decoder  12 
has  the  function  of  reading  the  expanded  moving 
picture  data  of  the  YUV  system  from  the  moving 
picture  frame  buffer  13,  converting  it  into  moving 

picture  data  of  the  RGB  system  and  outputting  the 
moving  picture  data  of  the  RGB  system.  As  will  be 
described  later,  the  moving  picture  data  of  the 
RGB  system  produced  by  the  decoder  12  may  be 

5  output  to  a  sprite  VRAM  22  via  a  bus  14  and  may 
be  output  to  a  priority  circuit  30. 

To  the  bus  14,  there  are  connected  a  CPU  15, 
a  RAM  16,  a  bus  controller  17,  a  sprite  engine  20 
performing  an  image  process  for  a  foreground 

io  (sprite),  and  a  scroll  engine  21  performing  an  im- 
age  process  for  a  background.  To  the  sprite  engine 
20,  there  are  connected  to  the  sprite  VRAM  22 
storing  foreground  patterns,  and  a  sprite  frame 
buffer  23  forming  a  foreground  pattern  equal  to  at 

is  least  one  frame.  A  scroll  VRAM  24,  which  stores  a 
background  pattern  and  has  a  storage  area  greater 
than  one  frame,  is  connected  to  the  scroll  engine 
21. 

The  CPU  15  issues  a  command  against  the 
20  sprint  engine  20  and  the  scroll  engine  21  to  cause 

these  engines  to  produce  a  superimposed  image. 
The  bus  controller  17  reads  data  of  the  foreground 
image  from  the  moving  picture  frame  buffer  13  at  a 
timing  in  which  the  CPU  15  does  not  occupy  the 

25  bus  14,  and  writes  the  read  image  data  into  the 
sprite  VRAM  22  from  the  bus  14  via  the  sprite 
engine  20.  All  the  content  of  the  moving  picture 
frame  buffer  13  may  be  transferred  to  the  sprite 
VRAM  22,  or  part  (only  the  foreground  part)  of  the 

30  content  of  the  moving  picture  frame  buffer  13  may 
be  transferred  thereto. 

Fig.  2  is  a  diagram  of  a  transfer  of  the  moving 
picture  data  from  the  moving  picture  frame  buffer 
13  to  the  sprite  VRAM  22.  Under  the  control  of  the 

35  CPU  15,  part  or  all  of  the  moving  picture  data  in 
the  moving  picture  frame  buffer  13  is  transferred  to 
the  sprite  VRAM  22.  Cutting  out  of  part  of  the 
moving  picture  data  is  carried  out  so  that  the  CPU 
15  outputs  coordinates  data  for  cutting-out  to  the 

40  frame  buffer  13  via  the  bus  controller  17.  The 
above  transfer  is  performed  every  frame  of  the 
moving  picture  (every  pattern).  In  the  embodiment 
of  the  present  invention  being  considered,  fore- 
ground  images  having  natural  motion  can  be  pro- 

45  duced  by  transferring  the  moving  picture  data  from 
the  moving  picture  frame  buffer  13  to  the  sprite 
VRAM  22. 

The  sprite  engine  20  selectively  reads  image 
data  of  a  foreground  pattern  such  as  a  character, 

50  and  carries  out  image  processes  for  the  read  im- 
age  data,  such  as  rotation,  enlargement,  reduction 
and  color  computation  processes.  Thereafter,  the 
sprite  engine  20  causes  the  image-processed  fore- 
ground  pattern  to  be  stored  in  an  area  of  the  sprite 

55  frame  buffer  23  specified  by  a  given  address.  In 
the  example  shown  in  Fig.  2,  picture  data  equal  to 
the  whole  of  one  frame  and  transferred  to  the  sprite 
VRAM  22  is  subjected  to  the  rotation  process  by 

3 
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the  sprite  engine  20  so  that  the  transferred  picture 
data  is  converted  into  image  data  forming  a  rotat- 
ing  cube,  which  is  then  stored  in  the  sprite  frame 
buffer  22. 

Fig.  3  is  a  diagram  of  the  inner  part  of  the 
sprite  VRAM  22.  In  the  sprite  VRAM  22,  a  param- 
eter  table  22A  is  stored  in  addition  to  a  plurality  of 
items  of  foreground  image  data  (pattern  data)  22B. 
The  parameter  table  22A  is  produced,  for  example, 
for  each  character  contained  in  the  foreground  by 
the  CPU  15.  The  parameter  table  22A  includes 
position  coordinates  data  indicating  the  position  of 
the  corresponding  character  on  the  sprite  frame 
buffer  22,  the  size  (dimensions)  of  the  character  on 
the  sprite  frame  buffer  23,  data  relating  to  the  tilt  of 
the  character  including  rotation,  and  position  co- 
ordinates  data  indicating  the  position  in  the  sprite 
VRAM  22  storing  pattern  data  of  the  character.  The 
sprite  engine  20  refers  to  the  parameter  table  22A, 
and  writes  the  pattern  data  located  in  the  specified 
position  in  the  sprite  VRAM  22  into  a  specified 
position  in  the  sprite  frame  buffer  23.  A  transfer  of 
the  moving  picture  data  to  the  sprite  VRAM  22  is 
performed  each  time  the  moving  picture  data  in  the 
moving  picture  frame  buffer  13  is  updated  or  at  an 
appropriate  timing  other  than  updating. 

The  parameters  relating  to  representation  of 
the  foreground  image  are  not  limited  to  the  above- 
described  ones,  but  desirable  parameters  can  be 
defined  in  the  parameter  table  22A.  The  pattern 
data  22B  forming  the  foreground  image  is  not 
limited  to  the  moving  picture  frame  buffer  13,  but 
may  include  still-picture  data  conventionally  used. 

The  foreground  image  data  equal  to  one  frame 
thus  formed  in  the  sprite  frame  buffer  23  is  read  by 
the  sprite  engine  20,  and  is  directly  supplied,  with- 
out  the  bus  14,  to  the  priority  circuit  30  in  synchro- 
nism  with  scanning  of  the  monitor  32  (vertical, 
horizontal  and  dot  synchronizations  for  the  monitor 
32). 

Principally,  it  is  sufficient  for  the  sprite  frame 
buffer  23  to  have  a  storage  area  equal  to  one 
frame.  However,  it  is  preferable  that  a  storage  area 
equal  to  two  frames  be  provided  and  the  writing 
and  reading  operations  on  the  two  frames  are  al- 
ternately  carried  out  in  order  to  speed  up  the 
process. 

The  scroll  engine  21  produces  the  background 
image,  on  which  the  characters  can  be  moved,  and 
other  images.  The  scroll  VRAM  24  has  at  least  one 
storage  area  which  is  greater  than  one  frame  and 
corresponds  to  the  scroll  picture  plane.  The  scroll 
picture  plane  corresponds  to  a  plane  obtained  by 
extending  and  connecting  right,  left,  upper  and 
lower  ends  of  the  screen  (one  frame)  of  the  monitor 
32.  The  scroll  engine  21  scrolls  the  background  by 
moving  the  display  area  which  is  located  in  the 
scroll  picture  plane  in  the  scroll  VRAM  24  and  is  to 

be  displayed  on  the  monitor  screen. 
The  background  image  data  stored  in  the  scroll 

VRAM  24  is,  for  example,  data  read  from  the  disk 
drive  10  under  the  control  of  the  CPU  15.  In  order 

5  to  reduce  the  amount  of  data  stored  in  the  scroll 
VRAM  24,  an  image  equal  to  one  frame  can  be 
formed  by  combining  squares,  each  having  a  cer- 
tain  size  (normally,  8 x 8   dots  or  16  x  16  dots) 
(VRAM  method). 

io  Fig.  4  is  a  diagram  showing  the  scroll  process. 
Units  (a),  (b)  and  (c)  having  different  patterns  as 
well  as  a  table  (pattern  table)  defining  the  order  of 
arranging  these  units  are  stored  in  a  storage  area 
in  the  scroll  VRAM  24  other  than  the  storage  area 

is  used  for  storing  the  scroll  picture.  For  example, 
these  units  are  read  from  the  CD-ROM  beforehand 
and  are  stored  in  the  scroll  VRAM  24.  The  CPU  15 
outputs  the  parameters  relating  to  the  scroll  pro- 
cess  to  the  scroll  engine  21.  The  scroll  engine  21 

20  reads  the  pattern  name  table  24  in  the  scroll  VRAM 
24,  and  then  reads  cells  defined  therein.  Then,  the 
scroll  engine  21  directly  outputs  the  scroll  picture 
plane  to  the  priority  circuit  30  via  the  bus  14.  The 
above  sequential  operation  is  carried  out  in  real 

25  time  in  synchronism  with  the  scan  of  the  monitor 
32  (vertical,  horizontal  and  dot  synchronizations). 

The  priority  circuit  30  receives  the  sprite  pic- 
ture  plane  supplied  from  the  sprite  engine  20  (for 
example,  a  picture  plane  50  in  Fig.  5),  and  the 

30  scroll  picture  plane  supplied  from  the  scroll  engine 
21  (for  example,  a  picture  plane  51  in  Fig.  5),  and 
superimposes  these  picture  planes  to  thereby  pro- 
duce  a  digital  video  signal  indicating  a  superim- 
posed  picture  plane  (52  in  Fig.  5)  equal  to  one 

35  frame.  In  the  picture  plane  superimposing  opera- 
tion,  it  is  necessary  to  determine,  for  each  dot, 
whether  the  sprite  picture  plane  or  the  scroll  pic- 
ture  plane  should  be  valid  (selected).  In  order  to 
perform  the  above  determination,  a  priority  bit  is 

40  added  to  the  image  data  forming  the  sprite  picture 
plane  every  dot. 

Fig.  6  is  a  diagram  of  image  data  of  a  sprite 
picture  plane  and  a  priority  bit  added  thereto.  As 
shown  in  part  (A)  of  Fig.  6,  one  pixel  in  the  ex- 

45  panded  moving  picture  forming  the  sprite  picture 
plane  is  expressed  by  15  bits  consisting  of  five  bits 
for  R,  five  bits  for  G  and  five  bits  for  B.  One  pixel 
shown  in  part  (A)  of  Fig.  6  represents  light  yellow. 
A  priority  bit  PB  of  one  bit  is  added  to  the  one- 

50  pixel  data  as  shown  in  part  (A)  of  Fig.  6.  When  the 
priority  bit  PB  is  equal  to  1  as  shown  in  part  (A)  of 
Fig.  6,  it  is  valid,  and  the  corresponding  one-pixel 
data  is  selected  by  the  priority  circuit  30  and  is 
output  to  a  video  D/A  converter  31  .  When  PB  =  0 

55  (shown  in  part  (B)  of  Fig.  6),  the  priority  bit  is 
invalid,  and  the  corresponding  one-pixel  data  is  not 
selected  by  the  priority  circuit  30,  but  one-pixel 
data  of  image  data  forming  the  scroll  picture  plane 

4 
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is  selected  by  the  priority  circuit  30,  and  is  output 
to  the  D/A  converter  31  .  The  priority  bit  PB  shown 
in  Fig.  6  is  one  bit,  but  may  consist  of  a  plurality  of 
bits.  For  example,  in  the  structure  shown  in  Fig.  1, 
a  plurality  of  priority  bits  PB,  for  example,  two  bits, 
are  needed  to  process  a  case  where  the  sequence 
of  displaying  the  scroll  picture  plane  and  the  sprite 
picture  plane  (the  sequence  indicating  whether  the 
scroll  picture  plane  or  the  sprite  picture  plane 
should  be  overlapped  on  the  other  one)  is  specified 
every  dot.  An  example  of  the  above  case  is  such 
that  there  are  moving  pictures  having  a  near- 
ground  and  a  far-ground  other  than  images  located 
in  an  equal  distance,  and  the  scroll  plane  or  the 
sprite  plane  is  inserted  between  the  near-ground 
and  the  far-ground. 

The  decoder  12  shown  in  Fig.  1  expands  the 
compressed  moving  picture  data  and  adds  the 
priority  bit  PB  to  the  expanded  data  under  the 
control  of  the  CPU  15.  Images  that  are  contained  in 
the  foreground  and  are  other  than  the  moving  pic- 
ture  are  assigned  the  priority  bits  PB  beforehand 
and  are  stored  in  the  sprite  VRAM  22. 

The  D/A  converter  31  shown  in  Fig.  1  receives 
the  digital  video  signal  from  the  priority  circuit  30, 
and  converts  it  into  an  analog  video  signal,  which  is 
then  output  to  the  monitor  32.  An  I/O  controller  41 
receives  a  control  signal  from  a  control  pad  unit  40 
operated  by  the  player,  and  outputs  it  to  the  CPU 
15.  A  sound  engine  42  produces  sounds  to  be 
output  during  game  play,  and  outputs  a  corre- 
sponding  analog  audio  signal  to  the  speakers  44 
via  an  audio  D/A  converter  43. 

A  description  will  now  be  given,  with  reference 
to  a  timing  chart  of  Fig.  7,  of  the  operation  of  the 
image  processing  device  100  shown  in  Fig.  1.  It 
will  be  noted  that  Fig.  7  is  primarily  intended  to 
show  signals  transferred  between  parts  of  the  im- 
age  processing  device  100  and  these  signals  may 
not  be  transferred  in  the  sequence  illustrated  in 
Fig.  7. 

The  CPU  15  outputs  an  instruction  for  reading 
the  disk  (CD-ROM)  to  the  disk  drive  10  (step  [1]). 
The  disk  drive  10  reads  the  specified  compressed 
moving  picture  data  from  the  disk,  and  stores  it  in 
the  built-in  buffer  11.  The  decoder  12  reads  the 
compressed  moving  picture  data  from  the  buffer 
11,  and  reproduces  (expands)  it  so  that  expanded 
moving  picture  data  is  stored  in  the  moving  picture 
frame  buffer  13  (step  [2]).  The  CPU  15  produces 
the  aforementioned  parameter  tables  in  the  sprite 
VRAM  22  via  the  sprite  engine  20  (steps  [3]  and 
[4]).  For  example,  the  parameter  tables  used  in  a 
fighting  game  are  respectively  produced  with  re- 
spect  to  the  player's  character  and  an  enemy  char- 
acter,  and  the  coordinates,  sizes,  tilts  and  pattern 
data  storage  positions  of  the  player's  character  and 
the  enemy  character  are  stored  in  the  respective 

parameter  tables,  as  shown  in  Fig.  3.  The  motion  of 
the  player's  character  is  controlled  in  accordance 
with  the  control  signal  input  by  the  player  via  the 
control  pad  unit  40  (steps  [8]  and  [9]).  The  CPU  15 

5  updates  one  or  plural  parameters  in  the  parameter 
table,  such  as  the  coordinates  values,  each  time  it 
receives  the  control  signal.  The  parameters  of  the 
player's  character  such  as  the  coordinates  values 
are  updated  according  to  a  predetermined  rule 

io  under  the  control  of  the  CPU  15. 
The  CPU  15  outputs  an  instruction  of  transfer- 

ring  the  expanded  moving  picture  data  to  the  bus 
controller  17  (step  [5]).  The  bus  controller  17  reads 
the  moving  picture  image  data  from  the  moving 

is  picture  frame  buffer  13,  and  transfers  it  to  the 
sprite  VRAM  22  via  the  bus  14  (steps  [6]  and  [7]). 
The  sprite  engine  20  reads  image  data  (pattern 
data)  of  the  foreground  (sprite)  stored  in  the  sprite 
VRAM  22  according  to  the  parameter  tables 

20  formed  in  the  sprite  VRAM  22,  and  makes  the  read 
image  data  stored  in  the  sprite  frame  buffer  23  with 
the  specified  coordinates,  size  and  tilt  (steps  [10], 
[1  ID- 

After  all  foreground  image  equal  to  one  frame 
25  is  stored  in  the  sprite  frame  buffer  23  in  the  above- 

mentioned  way,  the  sprite  engine  20  reads  the 
image  data  of  the  sprite  picture  plane  from  the 
sprite  frame  buffer  23,  and  outputs  it  to  the  priority 
circuit  30  (step  [12]).  The  scroll  engine  21  reads 

30  image  data  of  the  scroll  picture  plane  from  the 
scroll  VRAM  24,  and  outputs  it  to  the  priority  circuit 
30  (steps  [13],  [14]).  In  the  case  where  the  moving 
picture  data  stored  in  the  moving  picture  frame 
buffer  13  is  used  instead  of  the  scroll  picture  plane 

35  or  is  used  as  a  background  in  addition  to  the  scroll 
picture  plane,  the  priority  circuit  30  receives  image 
data  of  the  moving  picture  from  the  moving  picture 
frame  buffer  13  (steps  [15],  [16]).  In  accordance 
with  the  priority  bit,  the  priority  circuit  30  selects 

40  either  the  sprite  picture  plane  or  the  scroll  picture 
plane  for  each  dot,  and  outputs  the  dot  of  the 
selected  picture  plane  to  the  video  D/A  converter 
31  (step  [17]).  In  the  case  where  the  moving  pic- 
ture  plane  read  from  the  moving  picture  frame 

45  buffer  13  is  used,  one  of  the  planes  including  the 
above  plane  is  selected  on  the  one-dot  basis  and  is 
output  to  the  video  D/A  converter  31  (step  [17]). 
The  video  D/A  converter  converts  the  received 
digital  video  signal  into  the  corresponding  analog 

50  signal,  which  is  then  output  to  the  monitor  32  (step 
[18]). 

In  parallel  to  the  above  image  processing  and 
outputting,  the  sound  engine  42  produces  BGM, 
effective  sounds  and  speech,  and  outputs  a  cor- 

55  responding  digital  audio  signal  to  the  audio  D/A 
converter  43.  The  audio  D/A  converter  43  converts 
the  digital  audio  signal  to  the  corresponding  analog 
audio  signal,  which  is  then  output  to  the  speakers 

5 
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44. 
The  above  process  is  repeatedly  performed 

and  the  game  goes  on. 
Fig.  8  is  a  diagram  showing  that  characters  of 

moving  pictures  used  in  a  game  are  stored  in  the 
moving  picture  frame  buffer  13.  Three  moving  pic- 
ture  characters  40a,  40b  and  40c  are  stored  in  one 
frame  of  the  moving  picture  frame  buffer  13.  More 
particularly,  Fig.  8  corresponds  to  one  scene  (one 
frame)  of  moving  picture  data,  and  a  large  number 
of  items  of  moving  picture  data  (a  large  number  of 
frames)  are  stored  in  the  CD-ROM  so  as  to  lead  to 
and  follow  the  frame  shown  in  Fig.  8.  The  moving 
picture  data  shown  in  Fig.  8  is  subjected  to  a 
process  on  the  frame  basis  so  that  parts  40a  -  40c 
are  cut  out  and  are  then  transferred  to  and  stored 
in  a  specified  area  in  the  sprite  VRAM  22.  As 
shown  in  Fig.  9,  foreground  images  41a,  41b,  41c 
and  41  d  of  still  pictures  may  be  stored  in  the  sprite 
VRAM  22. 

Out  of  the  foreground  images  shown  in  Fig.  9, 
the  foreground  image  40c  is  enlarged  and  rotated 
by  the  sprite  engine  20,  and  is  stored  in  the  sprite 
frame  buffer  23,  as  shown  in  Fig.  10.  Further,  the 
foreground  image  41c  is  reduced  and  stored  in  the 
sprite  frame  buffer  23,  as  shown  in  Fig.  10.  The 
foreground  image  in  the  sprite  frame  buffer  23 
shown  in  Fig.  10  is  superimposed  with  the  back- 
ground  image  stored  in  the  scroll  VRAM  24  by  the 
priority  circuit  30,  and  a  resultant  image  as  shown 
in  Fig.  11  is  produced.  In  the  above-mentioned 
way,  it  becomes  possible  to  realize  a  display  in 
which  the  foreground  such  as  characters  can  be 
changed  on  the  frame  basis  and  hence  the  fore- 
ground  can  be  displayed  as  a  moving  picture. 
Hence,  natural  motion  of  characters  can  be  ob- 
tained  and  reality  in  playing  the  game  can  be 
improved. 

It  will  be  noted  that  the  sprite  engine  20,  the 
scroll  engine  21  and  the  priority  process  them- 
selves  can  be  carried  out  in  conventional  image 
processing  devices,  and  the  structures  thereof  will 
be  apparent  to  a  person  having  ordinary  skill  in  the 
art.  Hence,  a  description  of  the  structures  referring 
to  the  detailed  parts  thereof  will  be  omitted  here. 
Normally,  the  sprite  engine  20  and  the  scroll  en- 
gine  21  are  formed  by  hardware.  The  embodiment 
of  the  present  invention  being  considered  is  in- 
tended  to  overcome  the  aforementioned  disadvan- 
tages  by  primarily  modifying  signals  to  be  pro- 
cessed  in  the  structures  of  the  engines  (all  or  part 
of  the  moving  picture  data  is  written  into  the  sprite 
VRAM  22  on  the  frame  basis). 

Fig.  12  is  a  block  diagram  of  a  variation  of  the 
structure  shown  in  Fig.  1.  A  decoder  12a  shown  in 
Fig.  12  is  substituted  for  the  decoder  12  shown  in 
Fig.  1.  In  the  structure  shown  in  Fig.  12,  the  mov- 
ing  picture  frame  buffer  13  is  directly  connected  to 

the  bus  14.  The  decoder  shown  in  Fig.  12  expands 
compressed  moving  picture  data  of  the  YUV  sys- 
tem  read  from  the  buffer  11,  and  converts  it  into 
the  RGB-system  moving  picture  data,  which  is  then 

5  stored  in  the  moving  picture  frame  buffer  13.  The 
moving  picture  data  of  the  RGB  system  read  from 
the  moving  picture  frame  buffer  13  can  be  output 
to  the  sprite  VRAM  22  and  the  priority  circuit  30.  In 
the  above  way,  the  moving  picture  frame  buffer  13 

io  used  in  the  structure  shown  in  Fig.  12  can  store 
moving  picture  data  of  the  RGB  system. 

INDUSTRIAL  APPLICABILITY 

is  As  described  above,  according  to  the  image 
processing  device  of  the  present  invention,  it  be- 
comes  possible  to  use,  as  a  foreground,  a  moving 
picture  such  as  a  character  and  reality  of  superim- 
posed  images  can  be  improved.  These  advantages 

20  are  very  effective  in  practical  use.  The  present 
invention  is  not  limited  to  home-use  game  ma- 
chines  but  includes  business-use  game  machines. 
Further,  the  present  invention  is  not  limited  to 
game  machines  but  broadly  includes  an  image 

25  processing  device  which  superimposed  images  to 
form  a  picture  plane. 

Claims 

30  1.  An  image  processing  device  in  which  a  super- 
imposed  image  is  produced  by  combining  first 
image  data  stored  in  a  first  memory  (23)  and 
second  image  data  stored  in  a  second  memory 
(24),  said  image  processing  device  being  char- 

35  acterized  by  comprising: 
a  third  memory  (13)  storing  data  of  moving 

picture;  and 
means  (17,  20)  for  reading  the  data  of  the 

moving  picture  from  the  third  memory  and 
40  storing,  as  the  first  image  data,  the  data  of  the 

moving  picture  in  the  first  memory. 

2.  The  image  processing  device  as  claimed  in 
claim  1  ,  characterized  in  that  said  means  com- 

45  prises: 
a  fourth  memory  (22)  storing  foreground 

image  data  forming  a  foreground  of  a  picture 
plane; 

transfer  control  means  (15)  for  reading  the 
50  data  of  the  moving  picture  from  the  third  mem- 

ory  (13)  and  transferring  it  to  the  fourth  mem- 
ory  as  the  foreground  image  data;  and 

engine  means  (20)  for  reading  the  fore- 
ground  image  data  from  the  fourth  memory 

55  and  writing  it  into  the  first  memory  as  the  first 
image  data. 

6 
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3.  The  image  processing  device  as  claimed  in 
claim  2,  characterized  in  that  said  transfer  con- 
trol  means  (15)  comprises  means  (15)  for 
transferring  all  of  the  data  of  the  moving  pic- 
ture  stored  in  the  third  memory  (13)  to  the 
fourth  memory. 

4.  The  image  processing  device  as  claimed  in 
claim  2,  characterized  in  that  said  transfer  con- 
trol  means  (15)  comprises  means  (15)  for 
transferring  part  of  the  data  of  the  moving 
picture  stored  in  the  third  memory  (13)  to  the 
fourth  memory. 

5.  The  image  processing  device  as  claimed  in 
claim  1,  characterized  by  further  comprising 
priority  circuit  means  (30)  for  selecting,  on  a 
dot  basis  of  image  data,  either  the  first  image 
data  or  the  second  image  data. 

6.  The  image  processing  device  as  claimed  in 
claim  1,  characterized  by  further  comprising 
decoder  means  (12)  for  reading  and  expanding 
compressed  moving  picture  data  in  an  external 
storage  device  (10)  and  for  writing  expanded 
moving  picture  data  into  the  third  memory 
(13). 

7.  The  image  processing  device  as  claimed  in 
claim  1,  characterized  by  further  comprising 
priority  circuit  means  (30)  for  selecting,  on  a 
dot  basis  of  image  data,  either  the  first  image 
data  or  the  second  image  data. 

8.  A  method  of  obtaining  a  superimposed  image 
by  combining  first  image  data  stored  in  a  first 
memory  (23)  and  second  image  data  stored  in 
a  second  memory  (24),  characterized  by  com- 
prising: 

a  first  step  ([6],  [7])  of  storing  data  of  a 
moving  picture  in  a  third  memory  (13);  and 

a  second  step  ([9]  -  [11])  of  reading  the 
data  of  the  moving  picture  from  the  third  mem- 
ory  and  storing,  as  the  first  image  data,  the 
data  of  the  moving  picture  in  the  first  memory. 

9.  The  method  as  claimed  in  claim  8,  wherein 
said  second  step  comprises: 

a  third  step  ([9],  [10])  of  reading  the  data 
of  the  moving  picture  from  the  third  memory 
(13)  and  transferring  it  to  a  fourth  memory  as 
foreground  image  data;  and 

a  fourth  step  ([11])  of  reading  the  fore- 
ground  image  data  from  the  fourth  memory 
and  writing  it  into  the  first  memory  as  the  first 
image  data. 

Amended  claims 

1.  (Amended)  An  image  processing  device  having 
a  first  memory,  first  data  processing  means  for 

5  storing  image  data  of  a  first  type  in  said  first 
memory,  a  second  memory  for  storing  image 
data  of  a  second  type,  and  second  data  pro- 
cessing  means  for  combining  the  image  data 
respectively  read  from  said  first  memory  and 

io  said  second  memory  and  for  outputting  resul- 
tant  image  information, 

said  image  processing  device  being  char- 
acterized  by  further  comprising  a  third  mem- 
ory,  and  third  data  processing  means  for  read- 

15  ing  data  of  a  moving  picture  from  an  outside  of 
said  image  processing  device  and  writing  the 
data  of  the  moving  picture  into  said  third  mem- 
ory,  wherein  said  first  data  processing  means 
reads  the  image  data  stored  in  said  third  mem- 

20  ory,  processes  read  image  data  as  image  data 
of  the  first  type,  and  stores  processed  image 
data  in  said  first  memory. 

2.  (Amended)  The  image  processing  device  as 
25  claimed  in  claim  2,  characterized  in  that: 

the  image  data  of  the  first  type  is  fore- 
ground  image  data  forming  a  foreground  of  the 
superimposed  image; 

the  image  data  of  the  second  type  is  back- 
30  ground  image  data  forming  a  background  of 

the  superimposed  image; 
said  image  processing  device  further  com- 

prises  a  fourth  memory  for  storing  foreground 
image  data,  and  fourth  data  processing  means 

35  for  transferring  the  image  data  stored  in  said 
third  memory  to  said  fourth  memory  as  the 
foreground  image  data;  and 

said  first  data  processing  means  performs 
an  information  process  for  the  image  data  read 

40  from  said  fourth  memory  and  stores  the  in- 
formation-processed  foreground  image  data  in 
said  first  memory. 

3.  (Amended)  The  image  processing  device  as 
45  claimed  in  claim  2,  characterized  in  that  said 

fourth  data  processing  means  comprises 
means  for  cutting  out  part  of  the  image  data 
stored  in  said  third  memory  and  transfers  the 
cut-out  image  data  to  said  fourth  memory. 

50 
4.  (Amended)  The  image  processing  device  as 

claimed  in  claim  2,  characterized  in  that  said 
fourth  data  processing  means  comprises 
means  for  transferring  one  frame  of  the  image 

55  data  stored  in  said  third  memory  to  said  fourth 
memory. 

7 
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5.  (Amended)  The  image  processing  device  as 
claimed  in  claim  1,  characterized  in  that  said 
second  data  processing  means  further  com- 
prises  priority  circuit  means  for  selecting,  on  a 
dot  basis  of  the  image  data,  the  image  data  of 
the  first  type  or  the  image  data  of  the  second 
type. 

6.  (Amended)  The  image  processing  device  as 
claimed  in  claim  1,  characterized  in  that  said 
third  data  processing  means  comprises  de- 
coder  means  for  reading  and  expanding  com- 
pressed  moving  picture  data  in  an  external 
storage  device  and  for  writing  expanded  mov- 
ing  picture  data  into  said  third  memory. 

7.  (Amended)  The  image  processing  device  as 
claimed  in  claim  2,  characterized  in  that  said 
fourth  data  processing  means  further  com- 
prises  means  for  transferring  the  image  data  to 
said  second  data  processing  means  from  said 
third  memory;  and 

priority  circuit  means  for  selecting,  on  a 
dot  basis  of  the  image  data,  one  of  the  image 
data  of  the  first  type,  the  image  data  of  the 
second  type  and  the  image  data  read  from 
said  third  memory. 

8.  (Amended)  An  image  processing  device  com- 
prising: 

first  data  processing  means; 
second  data  processing  means,  having  a 

first  memory  and  a  second  memory,  for  storing 
image  data  in  said  first  memory  under  control 
of  said  first  data  processing  means,  producing 
image  data  of  a  first  type  by  performing  an 
information  process  for  the  image  data  read 
from  said  first  memory,  and  storing  produced 
image  data  in  said  second  memory; 

third  data  processing  means,  having  a 
third  memory,  for  producing  image  data  of  a 
second  type  and  storing  the  image  data  of  the 
second  type  in  said  third  memory; 

fourth  data  processing  means  for  combin- 
ing  the  image  data  from  said  second  and  third 
memories  and  outputting  resultant  display  im- 
age  information;  and 

fifth  data  processing  means,  having  a 
fourth  memory,  for  reading  data  of  a  moving 
picture  from  an  outside  of  the  image  process- 
ing  device  and  storing  the  data  of  the  moving 
picture  in  said  fourth  memory, 

said  first  data  processing  means  compris- 
ing  means  for  reading  the  data  of  the  moving 
picture  stored  in  said  fourth  memory  and  stor- 
ing  read  data  of  the  moving  picture  in  said  first 
memory,  and  said  second  data  processing 
means  comprising  means  for  performing  an 

information  process  for  the  data  of  the  moving 
picture  read  from  said  second  memory  and 
storing  information-processed  data  of  the  mov- 
ing  picture  in  said  second  memory. 

5 
9.  (Amended)  The  image  processing  device  as 

claimed  in  claim  8,  characterized  in  that  said 
first  data  processing  means  further  comprises 
means  for  transferring  the  data  of  the  moving 

io  picture  from  said  fourth  memory  to  said  fourth 
data  processing  means,  and  priority  selecting 
means  for  selecting,  on  a  dot  basis  of  the 
image  data,  one  of  the  image  data  read  from 
said  second  memory,  the  image  data  read 

is  from  said  third  memory  and  the  image  data 
read  from  said  fourth  memory. 

10.  (Added)  An  image  processing  device  charac- 
terized  by  comprising: 

20  a  first  memory; 
first  data  processing  means  for  reading  a 

series  of  moving  picture  data  from  an  external 
device  and  storing  the  series  of  moving  picture 
data  in  said  first  memory; 

25  a  second  memory; 
a  second  data  processing  means  including 

means  for  writing  still-picture  data  in  said  sec- 
ond  memory  and  means  for  writing  the  moving 
picture  data  stored  in  said  first  memory  in  said 

30  second  memory; 
a  third  memory; 
third  data  processing  means  for  producing 

first  display  image  data  by  sequentially  reading 
either  the  still-picture  data  or  the  moving  pic- 

35  ture  data  from  said  second  memory  and  per- 
forming  an  information  process  for  read  data 
so  that  a  series  of  motion  can  be  represented 
and  for  storing  the  first  display  image  data  in 
said  third  memory; 

40  a  fourth  memory; 
fourth  data  processing  means  for  produc- 

ing  second  image  data  and  storing  the  second 
image  data  in  said  fourth  memory;  and 

fifth  data  processing  means  for  combining 
45  the  image  data  read  from  said  third  and  fourth 

memories  and  for  outputting  resultant  display 
image  information. 

11.  (Added)  An  image  processing  device  charac- 
50  terized  by  comprising: 

a  moving  picture  frame  buffer  memory; 
first  data  processing  means  for  reading  a 

series  of  moving  picture  data  from  an  external 
storage  device  and  sequentially  storing  the  se- 

55  ries  of  moving  picture  data  in  said  moving 
picture  frame  buffer  memory; 

a  first  video  memory; 
a  second  data  processing  means  including 

8 
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means  for  writing  still-picture  data  in  said  first 
video  memory  and  means  for  writing  the  mov- 
ing  picture  data  stored  in  said  moving  picture 
frame  buffer  memory  into  said  first  video 
memory;  5 

a  second  frame  buffer  memory; 
third  data  processing  means  for  sequen- 

tially  reading  the  still-picture  data  and  the  mov- 
ing  picture  data  from  said  first  video  memory 
and  performing  an  information  process  for  read  10 
data  so  that  foreground  image  data  for  repre- 
senting  a  series  of  motion  can  be  produced 
and  for  storing  the  foreground  image  data  in 
said  second  frame  buffer  memory; 

a  second  video  memory;  is 
fourth  data  processing  means  for  produc- 

ing  background  image  data  and  storing  the 
background  image  data  in  said  fourth  memory; 
and 

fifth  data  processing  means  for  combining  20 
the  image  data  read  from  said  second  frame 
buffer  memory  and  said  second  video  memory 
and  for  outputting  resultant  display  image  in- 
formation. 

25 
12.  (Added)  A  game  machine  including  the  image 

processing  device  as  described  in  claim  11, 
characterized  in  that: 

said  image  processing  device  further  com- 
prises  an  I/O  controller  for  accommodating  a  30 
game  control  device,  means  for  connecting 
said  image  processing  device  to  the  external 
storage  device,  and  means  for  executing  a 
game  program, 

said  first  data  processing  means  com-  35 
prises  a  decoder  for  expanding  compressed 
moving  picture  data, 

in  a  state  where  a  disk  storing  the  game 
program  and  the  compressed  moving  picture 
data  is  loaded  to  the  external  storage  device,  40 
the  game  program  is  input  to  said  image  pro- 
cessing  device,  said  first  data  processing 
means  reads  and  expands  the  compressed 
moving  picture  data,  and  stores  the  expanded 
moving  picture  data  in  said  moving  picture  45 
frame  buffer  memory. 

13.  (Added)  A  method  including  step  (a)  of  storing 
image  data  in  a  first  memory,  step  (b)  of 
sequentially  reading  desired  image  data  from  50 
said  first  memory,  producing  display  image 
data  of  a  first  type  representing  motion,  and 
storing  the  produced  display  image  data  in  a 
second  memory,  step  (c)  of  producing  display 
image  data  of  a  second  type  in  a  third  mem-  55 
ory,  and  step  (d)  of  sequentially  reading  image 
information  from  said  second  and  third  memo- 
ries,  combining  the  display  image  data  of  the 

first  and  second  types  to  thereby  produce 
superimposed  display  image  data,  character- 
ized  in  that  said  method  comprises: 

step  (e)  of  sequentially  reading  a  series  of 
moving  picture  data  stored  in  an  external  stor- 
age  device  and  storing  the  series  of  moving 
picture  data  in  a  fourth  memory;  and 

step  (f)  of  sequentially  reading  the  moving 
picture  data  stored  in  said  fourth  memory  and 
storing  it  in  said  first  memory, 

in  the  step  (b),  the  moving  picture  data 
being  subjected  to  an  information  process  and 
being  stored,  as  the  first  display  image  data,  in 
said  second  memory. 

14.  (Added)  The  method  as  claimed  in  claim  12, 
characterized  in  that  the  step  (d)  sequentially 
reads  the  moving  picture  data  stored  in  said 
third  memory  and  combines  it  with  a  display 
image  to  thereby  produce  said  superimposed 
display  image  data. 

15.  (Added)  An  image  processing  method  com- 
prising  the  steps  of: 

(a)  sequentially  reading  a  series  of  moving 
picture  data  from  an  external  device  and 
storing  the  read  data  in  a  first  memory; 
(b)  producing  still-picture  data  and  storing 
the  produced  data  in  a  second  memory; 
(c)  storing  the  moving  picture  image  read 
from  said  first  memory  in  said  second 
memory; 
(d)  performing  an  information  process  for 
the  still-picture  data  read  from  said  second 
memory  to  produce  foreground  image  data 
representing  a  series  of  motion,  and  storing 
the  thus  produced  foreground  image  data  in 
a  third  memory  when  the  still-picture  data  is 
stored  in  said  second  memory; 
(e)  performing  an  information  process  for 
the  moving  picture  data  read  from  said  sec- 
ond  memory  to  produce  foreground  image 
data  including  a  moving  picture,  and  storing 
the  thus  produced  foreground  image  data  in 
said  third  memory; 
(f)  producing  background  image  data  and 
storing  the  background  image  data  in  a 
fourth  memory;  and 
(g)  reading  the  image  data  from  said  third 
and  fourth  memories  and  producing  display 
image  data  by  combining  the  foreground 
image  data  and  the  background  image  data. 

Brief  statement  of  amendment  under  article 
19(1) 

Although  references,  Japanese  Laid-Open  Pat- 
ent  Application  No.  2-308376  and  Japanese  Laid- 

9 



17 EP  0  652  524  A1 18 

Open  Patent  Application  No.  62-149287  were  cited 
as  category-X  documents,  these  references  do  not 
any  essential  features  of  the  present  invention. 

Japanese  Laid-Open  Patent  Application  No.  2- 
308376  discloses  that  a  still  picture  having  low-  5 
speed  motion  and  a  moving  picture  having  high- 
speed  motion  are  separately  produced  and  com- 
bined  so  that  the  moving  picture  has  priority  over 
the  still  picture.  In  this  reference,  still-picture  data 
is  stored  in  a  still-picture  display  memory,  and  10 
moving-picture  data  is  stored  in  a  moving-picture 
display  memory.  The  still-picture  data  and  the 
moving-picture  data  are  multiplexed  by  a  selecting 
part.  The  moving  picture  is  produced  by  means  of 
an  operation  unit  DDA  built  in  the  device.  is 

In  comparison  of  the  above  with  the  original 
claim  1,  the  moving  picture  data  corresponds  to 
"first  image  data",  the  still-picture  data  corre- 
sponds  to  "second  image  data",  the  moving-pic- 
ture  display  memory  corresponds  to  "first  mem-  20 
ory",  and  the  still-picture  display  memory  corre- 
sponds  to  "second  memory".  However,  the  refer- 
ence  fails  to  disclose  "data  is  read  from  the  third 
memory  and  is  developed  in  the  first  memory  as 
first  image  data".  That  is,  the  reference  does  not  25 
disclose  anything  beyond  the  prior  art  described  in 
the  present  application. 

Japanese  Laid-Open  Patent  Application  No.  62- 
149287  discloses  a  device  used  in  a  video  con- 
ference  system  in  which  part  of  an  image  taken  by  30 
a  video  camera  is  cut  out  therefrom  and  the  cut-out 
image  is  put  in  a  background  image  read  from  a 
memory.  Even  if  this  application  is  interpreted  so 
that  "second  memory"  defined  in  the  original  claim 
1  corresponds  to  "background  memory",  it  is  very  35 
difficult  to  make  the  remaining  constituent  elements 
of  claim  1  to  correspond  to  elements  of  the  device 
disclosed  in  the  reference  being  considered.  How- 
ever,  there  is  nothing  that  discloses  the  third  mem- 
ory  storing  moving  picture  data  (images  taken  ex-  40 
ternally)  and  means  for  developing  the  moving 
picture  data  read  from  the  third  memory  in  the  first 
memory  as  the  first  image  data. 

Japanese  Laid-Open  Patent  Application  No.  2- 
308376  is  intended  to  increase  the  computation  45 
speed  while  suppressing  an  increase  in  the  cost  of 
hardware  by  separately  computing  high-speed  im- 
age  data  and  low-speed  image  data,  and  does  not 
suggest  any  necessity  for  inputting  moving  picture 
data  (image  taken  externally).  Japanese  Laid-Open  so 
Patent  Application  No.  62-308376  is  intended  to 
save  the  investment  of  background  setting  in  a 
video  conference  room.  There  is  nothing  that 
shows  a  motive  of  combining  the  image  combining 
technique  of  Japanese  Laid-Open  Patent  Applica-  55 
tion  No.  2-308376  and  the  image  combining  tech- 
nique  of  Japanese  Laid-Open  Patent  Application 
No.  62-149287  together. 

In  order  to  more  clarify  the  above,  the  original 
claims  1  through  9  are  amended  and  new  claims 
10  -  15  are  filed. 

10 



-  I 

i 

z  

I  St 

•<  > •  CO 
-  1  *- 

«c  — 
CO  LU 

i  ^  r  
1  ?5 

I 
i 

i 
j 
i 





EP  0  652  524  A1 

F I G .   3  

POS  I  T  I  ON  (COORD  I  NATES) 

•2  2 

SIZE 2  2  a 

TILT 

PATTERN  DATA 
STORAGE  POSITION 

2  2  EN 

13 



1  1  1 
o  j  ro  {  raj  o  

1  i  j 
I  I  i m  i  mi  mi  m 





I— CO  z  LU  ■<  LU =>  CC 

LU rv  I 

LU  Q  Z  CC  Z  <C =3  <C  CC 

i_  o  o  
LU 
g o   O  
0- 
§  O  O  

S o   o  
DC —  ' 

CC  f  O 
O  LU  1— 
° -g   o  m  O  
O  =g  >- z  0  1— 
> °   <=>  DC  0  
O  ^   O s  z  — LU  ,_.  CC Q  LU  <=>  Q_  0  
LU  QC  , 
< o   0  0  
o_  I 
X  ( LU  _  _  1— z  z  —  LU  „  Z  _  Q 1  O  —  "̂N LU  £1  —1  CC x  s  <c  0  —  O  J  >  —  1 

—  0  1   ̂ —  s LU  _  _  1—  1— 
3  CO  LU DO  CC CC  w  >-  <C O  00  1—0- _l  —  GO O  CC  z  0  0  ° <  

DC  1— 

CO 
Q_ 

>  ¥  ' 

GO 

C D  
■ 

O  

L L  

16 

I  I  O  I  I  <o  I 
LU  I  O  CC  (  Q =  1—  <C 



EP  0  652  524  A1 

17 



EP  0  652  524  A1 

F I G .   8  

4 0 a   4 0 b   4 0 c  

F I G .   9  

4 0 a   4 0 b   4 0  

&   &   *  

^   ^ <   ^  

J 

18 



EP  0  652  524  A1 

F I G .   1 0  

4 £  

F I G .   1 1  

OUTPUT  OF  PRIORITY  CIRCUIT  30  

19 



A  i  1  I 

=  i 

i 

1 i 

•  *— 

) 

JLLIZ 
z  

I 
I  

.  ! 

LU  1 

i  ffi  ^  

i  i 

O  I— —  ■< 0_ 

I 
i 

o  
CO 

J L L  

i 
i i i 



INTERNATIONAL  SEARCH  REPORT International  application  No. 
PCT/JP94/00810 

A.  CLASSIFICATION  OF  SUBJECT  MATTER 
Int .   CI5  G06F15/66,  G06F15/62 

According  to  International  Patent  Classification  (IPC)  or  to  both  national  classification  and  IPC 
B.  FIELDS  SEARCHED 
Minimum  documentation  searched  (classification  system  followed  by  classification  symbols) 

In t .   CI5  G06F15/66,  G06F15/62 

Documentation  searched  other  than  minimum  documentation  to  the  extent  that  such  documents  are  included  in  the  fields  searched 
J i t s u y o   Shinan  Koho  1965  -  1993 
Kokai  J i t s u y o   Shinan  Koho  1971  -  1993 

Electronic  data  base  consulted  during  the  international  search  (name  of  data  base  and,  where  practicable,  search  terms  used) 

C.  DOCUMENTS  CONSIDERED  TO  BE  RELEVANT 

Category* Citation  of  document,  with  indication,  where  appropriate,  of  the  relevant  passages Relevant  to  claim  No. 

X 

y 

X 
Y 

JP,  A,  2-308376  (Daikin  I n d u s t r i e s ,   L t d . ) ,  
December  21,  1990  (21.  12.  9 0 ) ,  
Line  13,  upper  r i g h t   column  to  l ine   20,  
lower  l e f t   column,  page  5,  Fig.  3 
Line  13,  upper  r i g h t   column  to  l ine   20,  
lower  l e f t   column,  page  5,  Fig.  3 ,  
(Family:  none) 

JP,  A,  62-149287  ( M i t s u b i s h i   E l e c t r i c   C o r p . ) ,  
July  3,  1987  (03.  07.  87)  , Lines  1  to  9  ,  lower  l e f t   column,  page  2,  Fig.  1 
Lines  1  to  9,  lower  l e f t   column,  page  2,  Fig.  1, 
(Family:  none)  

JP,  A,  62-200468  (Toshiba  C o r p . ) ,  
September  4,  1987  (04.  09.  8 7 ) ,  
Line  19,  lower  r i g h t   column,  page  1  to  l ine  15,  
upper  l e f t   column,  page  2,  (Family:  none) 

JP,  A,  2-230474  (Nippon  Te leg raph   &  T e l e p 8 o 8 e ) '  
September  12,  1990  (12.  09.  9 0 ) ,  

1,  8 

2-7,  9 

1,  8 
2-7,  9 

2-4,  9 

5,  7 

Further  documents  are  listed  in  the  continuation  of  Box  C.  |  |  See  patent  family  annex. 
Special  categories  of  cited  documents: 

A"  document  defining  the  general  state  of  the  art  which  is  not  considered to  be  of  particular  relevance 
E"  earlier  document  but  published  on  or  after  the  international  filing  date 
L"  document  which  may  throw  doubts  on  priority  claim(s)  or  which  is cited  to  establish  the  publication  date  of  another  citation  or  other special  reason  (as  specified) 
O"  document  referring  to  an  oral  disclosure,  use,  exhibition  or  other means 
P"  document  published  prior  to  the  international  filing  date  but  later  than the  priority  date  claimed 

**T*  later  document  published  after  the  international  filing  date  or  priority date  and  not  in  conflict  with  the  application  but  cited  to  understand the  principle  or  theory  underlying  the  invention 
"X"  document  of  particular  relevance;  the  claimed  invention  cannot  be considered  novel  or  cannot  be  considered  to  involve  an  inventive step  when  the  document  is  taken  alone 
"Y"  document  of  particular  relevance;  the  claimed  invention  cannot  be considered  to  involve  an  inventive  step  when  the  document  is combined  with  one  or  more  other  such  documents,  such  combination being  obvious  to  a  person  skilled  in  the  art 
"Sc."  document  member  of  the  same  patent  family 

Date  of  the  actual  completion  of  the  international  search  Date  of  mailing  of  the  international  search  report 
August  5,  1994  (05.  08.  94)  August  23,  1994  (23.  08.  94) 

Name  and  mailing  address  of  the  ISA/  Authorized  officer 
Japanese   Pa ten t   O f f i c e  

Facsimile  No.  Telephone  No. 
Form  PCI/ISA/210  (second  sheet)  (July  1992) 



INTERNATIONAL  SEARCH  REPORT International  application  No. 
PCT/JP94/00810  

C  (Continuation).  DOCUMENTS  CONSIDERED  TO  BE  RELEVANT 

Category* Citation  of  document,  with  indication,  where  appropriate,  of  the  relevant  passages Relevant  to  claim  No. 

Line  8,  upper  r i g h t   column  to  l ine   13,  
lower  l e f t   column,  page  3,  Figs.   1  to  2  , 
(Family:  none) 

Nikkei  E l e c t r o n i c s   No.  511 
October  15,  1990  (15.  10.  9 0 ) ,  
Nikkei  BP-sha  (Tokyo)  P.  124-129 
Fig.  5,  Table  1 

Form  PCT/ISA/210  (continuation  of  second  sheet)  (July  1992) 


	bibliography
	description
	claims
	drawings
	search report

